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ABSTRACT
Major cloud providers have stated public plans to lower their car-
bon emissions. Historically, this has meant focusing on emissions
from producing the electricity consumed by datacenters. While
work and challenges remain on this avenue, research and industry
are actively working on the next step of reducing carbon embed-
ded in servers and racks. At a high level, a promising direction to
reduce embodied carbon is to avoid emissions from new manufac-
turing, which often requires using existing components, devices,
and buildings for longer. However, much of the data around carbon
breakdowns and reduction opportunities remains silo-ed, leading
to speculations and assumptions – both internally and externally –
around the opportunities to reduce datacenter carbon intensity. We
aim to clarify some of the misconceptions we have encountered.

CCS CONCEPTS
• Hardware → Enterprise level and data centers power is-
sues; Aging of circuits and systems; • Information systems →
Computing platforms.
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1 INTRODUCTION
The carbon impact of cloud providers spans on-site generators and
staff emissions (Scope 1), purchased energy (Scope 2), and carbon
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embedded in chips, PCBs, racks/server enclosures, and buildings
(Scope 3)1. As we investigate the opportunities for reducing cloud
datacenter carbon intensity, we have come across some misleading
statistics, myths, and assumptions – both internally and in academic
publications – that can make it challenging to reason about impact-
ful research directions. Our investigations are ongoing and have
consisted of analyzing internal data, engaging with product, engi-
neering, supply chain, and sustainability experts, engaging with the
research community, and reconciling our experience with internal
carbon life cycle assessment (LCA) data. The LCA spans the carbon
footprint across all operations at Azure and was performed by an
independent engineering consultant. The resulting carbon impact
estimates are subject to confidentiality agreements, and their exact
numbers may change as life cycle assessments become increasingly
detailed. Consequently, we focus on a qualitative description of
how such estimates impact our understanding of the challenges
and opportunities in reducing cloud datacenter carbon intensity.

Our investigations have focused primarily on Scope 3 (embodied)
carbon. We thus first discuss the main high-level approaches to
reduce embodied carbon and then delve into myths and experi-
ences. Our subsequent discussion summarizes known barriers and
opportunities.

Limitations. The following assumptions underpin our work.
• We rely on multiple LCAs, internal per-component carbon
analysis, as well as public numbers. These sources do not
always agree, and individual component’s carbon emissions
estimations can diverge by as much as 5×. However, these
differences typically do not affect the overall trends, unless
otherwise noted.

• Our experiences come from the perspective of a large pub-
lic cloud platform. They may but need not apply to other
hyperscalers and datacenters in general.

2 APPROACHES TO REDUCE EMBODIED
CARBON

At a high level, the biggest opportunity to reduce embodied car-
bon is to buy/manufacture fewer carbon-intensive objects. Accord-
ing to our LCA, compute servers, storage servers, and network
servers/equipment are the main contributors to emissions, while

1We assume the scope definitions from the Greenhouse Gas Protocol [22, 36] assuming
the cloud provider owns the datacenter and purchases the energy from the utility.
When leasing datacenter space, energy might fall under scope 3.
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buildings, power, and cooling infrastructure are smaller contribu-
tors due to their longer lifetimes.

In order to buy and manufacture fewer servers and network
equipment, we see the following four broad-stroke approaches.

Resource efficiency Domorewith generally fewer resources. His-
toric examples are reductions in overheads (e.g., in operating
systems and hypervisors [14, 52], or network function virtu-
alization) or scheduling improvements (e.g., scheduling more
diverse workloads in larger server pools [42, 68, 72] or using
machine-learning to help in scheduling decisions [19, 23]).
This approach uniformly reduces all emissions.

Server, rack, and network lifetime extensions Keep existing de-
ployed systems in the datacenter for longer time periods.
Specifically, we refer to keeping servers in their original rack
in their original datacenter location as originally deployed.
This amortizes carbon released during manufacturing over
a longer time span.

Component recycle Break down components from servers, racks,
and networks into basic building blocks or minerals, e.g.,
using electrochemical recovery [44]. The recovered materi-
als are then used during the manufacturing of new compo-
nents [44, 53].

Component reuse When decommissioning a server, separate out
components like CPUs, DRAMs, SSDs, NICs etc. and re-
deploy these components. Typically, this is not applicable
to all components, e.g., the motherboard and other printed
circuit boards are often not reused. Examples include reusing
components in the repair of still-commissioned servers of a
similar type [33, 59] or as parts in new servers [21, 33].

3 MYTHS AND EXPERIENCES
We summarize and offer our perspective on 8 myths around em-
bodied carbon for cloud platforms that we have encountered.

Myth 1. Scope 3 (embodied) carbon does not matter or only
matters in the distant future. For example, a recent comprehen-
sive survey [24] is based on the assumption that Scope 3 constitutes
less than 3% of datacenter carbon and surveyed approaches focused
exclusively on Scopes 1 and 2.

Our LCAs indicate that Scope 1 is negligible, which also matches
public statements by major cloud providers [59]. When counting
only hourly-matched renewable energy, Scope 2 still accounts for
the majority of carbon but not overwhelmingly so. For example,
66% of the electricity used at Google datacenters was matched with
renewable energy on an hourly basis in 2021 [34]. With historic
growth rates, this is likely closer to 70% today. Our LCAs indicate
that with 70-75% renewable energy, Scope 3 accounts for close to
half of datacenter carbon emissions. Therefore, Scope 3 emissions
and embodied carbon are important factors both currently and in
the near future.

Myth 2. Research should focus only on embodied carbon, as
renewable energy will eliminate operational carbon. One might
get this idea from publicly released sustainability reports [17, 35, 62],
and optimistic interpretations of carbon credits and growth of deployed
renewable generation.

Datacenter Energy Matched with Renewables [%]
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Figure 1: Energy costs grow asymptotically as the share of
hourly-matched renewable energy approaches 100%. Data
from RMI [29].

For example, Google has been building new renewable energy ca-
pacity to offset 100% of consumption since 2017 [35] with AWS [17]
and Microsoft [62] on track to reach 100% by 2025. Since this renew-
able energy replaced carbon emissions and would not have been
deployed otherwise, cloud providers have used these deployments
to offset cloud datacenter energy consumption. However, these
deployments are not necessarily in the same power grids as where
datacenters are located (spatial mismatch) and do not necessarily
produce power during the same hours of the day when datacenters
consume power (temporal mismatch).

Building renewable generation capacity has a real impact. How-
ever, relying on others to consume the energy is a practice that can
not be sustained indefinitely; it is effective in electricity grids with
a low (e.g. < 40%) renewable energy mix where it can be integrated
cheaply (without energy storage) and displace fossil fuel-based gen-
erators. Wind and solar are already among the cheapest forms of
energy generation, and account for the vast majority of new gen-
eration capacity globally [15], so this opportunity is diminishing.
The more ambitious and impactful goal is to match the datacenter’s
power consumption both spatially and temporally, and industry
is already working towards this [34, 45]. However, reaching 100%
of spatially and temporally-matched demand with renewable en-
ergy is very costly and thus challenging [28, 29, 57]. In particular,
energy costs grow asymptotically as the share of hourly-matched
renewable energy approaches even 90% and energy storage costs
dominate (Figure 1). Thus, dealing with Scope 2 emissions remains
an important research problem.

Myth 3. Instead of reusing components, we should prioritize
recycling. For example, we have faced this perspective with various
internal engineering teams at Azure .

Component reuse is significantly more effective than recycling,
and server lifetime extensions are more effective than component
reuse. Leaning on the idea of recycling is tempting because it re-
duces the complexity on the product side and can excuse a lack
of upstream investment in managing embodied carbon. However,
in terms of carbon, the returns from recycling are relatively slim,
whereas the extra complexity to support reuse can result in signif-
icant reductions. This does not, however, mean that recycling is
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pointless; even slim improvements at the scale of cloud computing
providers are worthwhile, and recycling provides other benefits
such as the recovery of critical materials [31, 32, 44].

Among different server components, hard drives have the high-
est potential for recycling. However, recent life cycle assessments of
hard drive recycling [44] show that reuse leads to as much as 275×
higher carbon reduction than recycling. Finally, server lifetime ex-
tensions are more effective than reuse, as not all server components
can be effectively reused (e.g., printed circuit boards, management
controllers, and often even CPUs).

Myth 4. There are few opportunities to further improve
resource scheduling in cloud platforms. For example, the Azure
scheduler Protean reached 70% packing density [42] in 2020. Recent
results [18] showed improvements to 85% while also pointing out that
further improvements are challenging.

Scheduling improvements in cloud platforms typically focus on
the packing density: the ratio of the number of cores scheduled for
VMs to the number of cores on non-empty machines in a datacen-
ter [42]. Improvements to packing density are increasingly limited
by other scheduling objectives such as reducing noisy-neighbor
interference and maintaining scheduling throughput [18].

However, scheduling a VM on a core does not mean the core
is actually used. Consequently, a high packing density does not
necessarily translate to high resource utilization. In fact, approxi-
mately 3

4 of VMs exhibit less than 25% CPU utilization [25]. Thus,
we can potentially deploy 56% fewer CPU cores if we oversubscribe
scheduled-but-unused cores; other carbon-intensive resources such
as DIMMs and SSDs have similar opportunities. However, achieving
effective oversubscription presents a challenge for cloud platforms,
as customers often overprovision VMs, and convincing them to
rightsize VMs is not always successful. In addition, addressing the
issue of VM opaqueness poses a significant research challenge, as
it requires fusing cloud-scale and node-level telemetry [74].

Myth 5. Embodied carbon is high due to 3-year hardware
refresh cycles at cloud providers. Short refresh cycles indeed used
to be a case years ago, and those numbers have somehow persisted.

Generally, the cloud industry has moved towards longer lifetimes
with the depreciable lifetime of servers and network equipment
being between five and six years [43]. Table 1 summarizes some
published lifetime values. Depreciable lifetime is a conservative
lower bound used in financial accounting. In practice, servers are
deployed for longer than their depreciable lifetime. Thus, research
should focus on extending lifetime well beyond a dozen years to
push the envelope compared to existing industry behavior. There
are many factors that go into a decision to decommission existing
servers; among them, those that can be influenced by systems
research include:

(1) Demand forworkloads that run effectively on older hardware
(2) Maintenance costs
(3) Performance/Watt

These factors affect the total cost of ownership (TCO), which drives
hardware deployment decisions. If a cluster consisting of older
servers is underutilized due to low demand, replacing it with new
hardware would re-allocate valuable datacenter power and space
to in-demand hardware.

Cloud Provider Minimum Lifetime Date Last Updated
Microsoft 6 years 2022
AWS 5 years 2022
Google 6 years 2023
Meta 5 years 2023

Table 1: Minimum lifetimes at hyperscalers are typically 5–6
years. In practice, servers are often used for longer.
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Figure 2: Cloud platform costs (TCO) are increasingly domi-
nated by energy andmaintenance costs as server lifetimes are
extended. This graph is based on public TCO models where
maintenance costs account for 5% of Capex per year [20, 73]
and energy accounts for 6% of Capex per year [37, 38, 71]. Di-
vergence from these numbers is indicated on top and largely
affects maintenance and repair costs.

Maintenance gets more expensive over time as replacement parts
become harder to source, increasing TCO over time (see Figure 2).
It is also important to note that system and SoC firmware are
supported (e.g., security patches) for typically only 10 years, after
which maintenance costs increase significantly.

A more efficient server generation can make older hardware
cost-prohibitive to continue running [69]. Research on energy and
carbon breakpoints for server upgrades, for example as in Refer-
ence [48], is needed.

Myth 6. Manufacturers are decarbonizing quickly, and this
will shrink cloud providers’ downstream embodied carbon
costs.While some assume that hardware manufacturers and cloud
providers will decarbonize at the same rate, this doesn’t quite follow
from public reports.

Cloud platforms won’t meet their decarbonization targets if they
rely on upstream decarbonization from hardware suppliers to man-
age embodied carbon. While hardware providers are committing
and making progress on decarbonization efforts, the rates at which
this is occurring are not uniform or aligned with cloud goals. This is
evident in Table 2 which shows the stated net-zero emissions target
dates, or lack thereof, for seven of the largest hardware manufactur-
ers, i.e., “fab-full” companies, (on the left) and cloud providers (on
the right). When viewing decarbonization rates through such com-
mitments, hardware manufacturers lag significantly behind cloud
providers. All cloud providers except Amazon and Oracle have tar-
get dates of 2030; however, every hardware company’s target date
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Hardware Cloud

Company Target Company Target

GlobalFoundries [3] None Alibaba [1] 2030
Intel [5] 2040 Amazon [7] 2040
Micron [10] 2050 Google [2] 2030
Samsung [8] 2050 IBM [4] 2030
SK hynix [70] 2050 Microsoft [67] 2030
Texas Instruments [6] None Oracle [9] 2050
TSMC [12] 2050 Tencent [11] 2030

Average >2048 Average 2034

Table 2: Companies and their publicly committed target dates
to reach net-zero carbon emissions by hardware (left) and
cloud (right) providers. Average target dates for each group
is shown, where only existing target dates are taken into ac-
count, thus why the average for hardware, where two compa-
nies have no targets, is listed as at least being 2048. Hardware
manufacturers, on average, lag cloud providers’ targets by
over 14 years. Data obtained in May/June 2023.

is either not set, for GlobalFoundries and Texas Instruments, or set
at 2050 with the exception of Intel (2040).

This divergence can even be seen in fab-less semiconductor com-
panies, which must work closely with manufacturers. For example,
Nvidia and AMD, two of the top hardware vendors, both have not
set net-zero target dates [6]. If this divergence of decarbonization
rates continues and cloud providers hit their renewable energy
goals, embodied emissions will dominate, motivating the need for
more creative and efficient downstream solutions to reduce embod-
ied emissions.

Myth 7. Embodied carbon is a problem for the hardware
community and less relevant for system software research. This
idea seems to manifest in academic publishing, where sessions and
papers on sustainability appear at mainline architecture conferences
like HPCA [41], ISCA [40], MICRO [64], and ASPLOS [13, 63, 65] with
no sessions and few corresponding publications at OSDI, SOSP, and
NSDI.

System software plays a key role in reducing emissions overall.
A breadth of work has shown the role of system software in en-
ergy efficiency [16, 26, 39, 47, 49, 56, 58, 60]. More recent work has
also shown the critical role of system software in reducing embod-
ied carbon. For example, the high cost of maintenance as well as
supply-chain challenges practically limit server lifetime extensions
(Myth 5). The recent Hyrax system [54] introduces graceful degra-
dation to cloud compute servers, which enables these servers to
continue running workloads even after components fail. Figure 3
shows that this approach can extend the useful life after the supply
of replacement parts and maintenance become more expensive.
Specifically, cloud providers often apply a threshold on how many
cluster resources need to be available for scheduling workloads.
The cluster is deemed not useful below this threshold and decom-
missioned. For a threshold of 75% and a period with good supplies
of six years, Hyrax can extened useful life by 28%.

Compute Cluster Lifetime [Years]
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Figure 3: Resource availability over a cluster’s deployed life-
time is affected by the common scenario of replacement
supplies (parts and tools) becoming less available at some
point, e.g., in year six. Graceful degradation approaches (like
Hyrax [54]) can extend the useful lifetime of a compute clus-
ter, e.g., from below eight to above ten years.

Another line of systemwork addresses the significant carbon cost
of DRAM. In compute servers, DRAM dominates embodied carbon
costs. Replacing DRAM with denser or lower-carbon-cost types
of memory is thus a promising research direction. For example,
reusing DDR4 from decommissioned servers [21] in new DDR5
servers can make a significant impact. However, this approach
typically induces a different performance profile, e.g., because older
types of memory need to be attached via an external memory
controller, which adds access latency. Recent work has introduced
multiple techniques to hide this latency [51, 55, 61], which enables
DDR-reuse in practice.

Myth 8. Cloud servers look like __, and a uniform method-
ology can be applied to reduce carbon embedded in all types of
servers in the cloud. For example, a few authors of this paper have
fallen in this trap as they tried to work across different engineering or-
ganizations, and academic papers [40, 66] might cite a specific server
type (eg. [27]) to represent cloud server embodied carbon breakdowns.

The server fleet at Azure and other cloud providers comprises
multiple server types. At a high level, there are compute, storage,
and networking servers, each of which has a non-negligible contri-
bution to the embodied carbon of the fleet. Within each category,
servers differ in the magnitude and relative ratios of CPU cores,
memory, storage, and other resources. Some papers offer carbon
breakdown examples of cloud servers where SSDs are the domi-
nant component [40, 66], whereas such a high SSD:CPU core ratio
would be atypical at Azure . Table 3 gives a breakdown for a more
common class of compute servers at Azure , using publicly avail-
able server configurations [50] and carbon data [40]. We only list
CPU, DRAM, and SSDs as there is no public data on NICs, common
offload engines [14, 30, 52], and management controllers.

Server heterogeneity has several implications for embodied car-
bon research, one of which has to do with lifetime extension. Ex-
tending the lifetime of compute servers is feasible due to their
failure rate not increasing over time (Figure 4). In fact, compute
server annual failure rates (AFRs) tend to slightly decrease over time,
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Component Size Quantity Total kg CO2e
CPU ≈600mm2 2 14.7
DRAM 32 GB 24 49.9
SSD 960 GB 7 42.3

Table 3: Olympus class server [50] with a 600 mm2 CPU, 768
GB of memory, and 7 TB of storage; using public carbon
data [40].
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Figure 4: The AFR (Annualized Failure Rate) due to any com-
ponent in a compute server at Azure does not show signs of
an upward trend with age (data from [54]).
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Figure 5: The AFR for hard disks shows significant upward
trends after four years. Data from Pacemaker [46].

which means that server lifetime extensions have no or even posi-
tive impacts on customer experience. In contrast, storage servers
see significant increases in failure rate over time. Specifically, hard
drives are the dominant storage component and their failure rate
increases ten to twenty-fold over just a six-year deployment time
(Figure 5). Thus, extending the lifetime of storage servers is signifi-
cantly more complex and requires proactively mitigating potential
customer impacts. A similar implication applies when consider-
ing which components to target for reuse and how they can be
reused. For example, DRAM does not typically retain customer
data, whereas hard drives require deep and extensive erasures. In
general, we need to develop a breadth of techniques and remain
receptive to adopting concepts from various systems domains and
being mindful of the variations among applications.

4 DISCUSSION
The common theme among our myths and experiences is that
they span a wide range of topics. Reasoning about the subjects

underlying these myths requires knowledge in carbon accounting
(Myth 1), financial accounting (Myth 5), energy systems (Myth 2),
recycling (Myth 3), scheduling and telemetry (Myth 4), and insights
into cloud server configurations (Myth 8). Accordingly, research
needs to happen within an interdisciplinary collaboration spanning
multiple university departments as well as industrial partners.

Over time, systems research may arrive at a set of verified facts
around carbon. We hope that our myths and experiences get dis-
cussed, cross-checked, and eventually help build part of such a
community-wide fact base.

In discussing these myths, we qualified two cost barriers that
will make it difficult for cloud platforms to meet decarboniza-
tion goals: asymptotic renewable costs for Scope 2 emissions, and
security/support/expense-driven lifetime limits for Scope 3 emis-
sions. For Scope 2, one way to bypass this barrier is to build systems
that allow datacenter power consumption to be flexible and mold to
better match supply, and some research in the systems community
has already begun in this direction. For Scope 3, research directions
are less clear. Component re-use offers diminishing returns com-
pared to server lifetime extension, and recycling has even lower
returns (Myth 3). Designing servers and software systems to sup-
port longer lifetimes and better re-use opportunities could be the
key, and we believe this is an open problem.
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